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Abstract— Many recent works have proposed algorithms for
information gathering that benefit from multi-robot coopera-
tion. However, most algorithms either employ discretization of
the state and action spaces, which makes them computationally
intractable for robotic systems with complex dynamics; or
cannot deal with inter-robot restrictions like e.g. communication
constraints. This paper presents an approach for multi-robot
information gathering that tackles the two aforementioned
issues. To this end we propose an algorithm that combines
in an innovative manner Gaussian processes (GPs) to model
the physical process of interest, RRT planners to plan paths
in a continuous domain, and a distributed decision-making
algorithm to achieve multi-robot cooperation. Specifically, we
employ the Max-sum algorithm for distributed multi-robot
cooperation by defining an information-theoretic utility func-
tion together with a path clustering approach. This function
maximizes information gathering, subject to inter-robot com-
munication and collision avoidance constraints. We validate the
proposed approach in simulations, and in a field experiment
where three quadcopters explore a simulated wind field. Results
demonstrate the effectiveness of the approach.

I. INTRODUCTION

Information gathering is a fundamental task in a wide
range of robotic applications such as environmental mon-
itoring [1], magnetic field intensity mapping [2], traffic
modeling [3], or wind field mapping [4]. The objective is
to gather information efficiently, saving resources like time,
battery, etc. This may be economically advantageous or even
life-critical in search and rescue missions.

The information gathering task can clearly benefit from
multi-robot cooperation, both in terms of efficiency and
robustness. Multi-robot cooperation for information gather-
ing is a topic that has attracted lots of interest, and many
strategies have been proposed recently. Here we follow an
approach that is widely used in the literature: first, an under-
lying model of the physical process of interest together with
some information metric is employed to predict the impact of
robots actions. Second, an active sensing strategy is used to
maximize the information metric. Specifically, in this paper
we propose a novel approach that employs GPs as underlying
model [5], mutual information (MI) as information metric,
and an RRT-based [6] nonmyopic sensing strategy.

The works in [7], [4], [8] present multi-robot exploration
algorithms that require a central instance. We propose in
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Fig. 1: Three aerial robots exploring a simulated wind
field with the distributed information gathering algorithm
proposed in this paper.

this paper a distributed cooperation strategy. In contrast to a
centralized algorithm, a distributed strategy offers a higher
scalability with respect to the number of robots, and is robust
under single point failure.

A fundamental aspect in decentralized information gath-
ering is multi-robot cooperation; i.e. how robots should
cooperate to maximize the information gathered by the
fleet. Several works have proposed decentralized cooperation
methods for information gathering with GPs [9], [1], [3], [2].
For example, in [9] the authors employ the Max-sum algo-
rithm [10] to achieve cooperation between multiple robots.
Max-sum is a decentralized message-passing algorithm that
allows the incorporation of a wide range of utility functions.
Here we also propose the use of Max-sum for the multi-robot
coordination.

Techniques [9], [1], [3], [2] require a discretization on
the robot state and action spaces, and employ graph-based
planning algorithms. This does not allow a generalization of
those techniques to robots with differential constraints like
e.g. fixed-wing aircrafts. Therefore we propose the use of
nonmyopic RRT-based planners that perform an exploration
in a continuous space, which allows us to generalize our
algorithm to a larger class of robots.

There exist multiple single-robot information gathering
algorithms that plan in a continuous space [11], [12], [13].
However, the current literature lacks from a decentralized
multi-robot cooperation algorithm for information gathering
that (i) plans in a continuous space, and (ii) handles mission-
specific inter-robot constraints. For example, [11] offers a
multi-robot extension with similar characteristics. However,
it is designed for tracking applications, and cannot handle



constraints.

To the best of our knowledge the closest work is the
one proposed in [14]. In [14] the authors propose an al-
gorithm for online decentralized information gathering with
spatial-temporal constraints. They employ the augmented
Lagrangian method for multi-robot cooperation, which re-
quires constraints and objective functions to be differentiable.
This limits the applicability of [14] to a selected class of
objective functions and robots. On the contrary, we present
a method that is able to incorporate a large class of objective
functions and spatial-temporal constraints. We only require
that a global objective function must be expressed as a sum
of individual robot’s objective functions.

To summarize: this paper advances the state of the art
by proposing a novel distributed nonmyopic multi-robot
cooperation algorithm for information gathering that allows
us (i) to consider a large class of robots that are subject
to differential constraints, avoiding discretization of robot’s
state space; (ii) to incorporate spatial and temporal inter-
robot constraints, and information-theoretic utilities; (iii) to
solve the cooperation problem only with local communica-
tion between robots.

We evaluate the proposed approach for mapping of a
simulated wind field with multiple aerial vehicles subject
to communication constraints. To this end we carried out
outdoor experiments with a fleet of three aerial robots
(see Figure 1), and simulations with up to four fixed-wing
aircrafts.

The paper is structured as follows. First, we state our
problem formally in Section II. Then we present our pro-
posed solution in Section III. This is followed in Section IV
by an evaluation of the algorithm both in simulations and
experiments. To finalize, Section VI closes the paper with
conclusions and future work.

II. PROBLEM STATEMENT

We wish to explore an a priori unknown physical process
with N cooperative robots as accurately as possible, in the
sense of minimizing the root mean squared error (RMSE)
between a process estimate (given by a GPs model) and
the (unknown) ground truth. Our goal is to perform an
exploration that is efficient given the available resources. To
this end, we devise in this paper movement strategies so as
to reduce the model’s uncertainty over the exploration space
as efficiently as possible. The reduction of the model’s un-
certainty is performed in this work through the maximization
of mutual information. This has been showed to be effective
to reduce the RMSE between a process estimate and the
(unknown) ground truth [15].

Additionally, our problem is subject to the following
physical constraints:

1) The robot i motion model is given by x;(t + dt) =
f(x;(t),u;(t)) that relates a robot’s current position
x;(t) and future position x;(t + dt) given a control
input u;(t).

2) Robots can only communicate if they are neighbors,
i.e. if they are separated less than a distance 7..

Furthermore, we consider a mission-related constraint:

3) Communication constraints: a network of robots re-
quires a periodic connectivity, with a maximum dis-
connection time of kdt seconds. A communication
network at iteration k, denoted by graph G.(Vi, &)
with vertices V, and edges &, is connected iff each
pair of robots can directly or indirectly communicate.
We remark that periodic connectivity allows commu-
nication between robots and, therefore, permits multi-
robot cooperation. Moreover, it is a requirement in
a large class of information gathering applications as
indicated in [14].

Let us now introduce some notation that we will use in
the remainder of the paper. The position of robot ¢ will be
denoted by x; € X C R3, where X' corresponds to the
free space in the robot’s configuration space. The physical
process at x € X is given by y(x) € R. Typically, however,
the process value is not observed directly, but measured using
some sensors. Here we assume a simple sensor model that
represents a measured process as z(x) = y(x) + €(x), where
z(x) is a scalar measurement taken by the robot at position
x and €(x) ~ N (0,02) is a random noise.

We have described an infinite horizon information gath-
ering problem that is subject to constraints. Specifically, we
solve the stated information gathering problem sequentially
for a finite horizon. In short: first we solve the problem
for the next k iterations, with k£ the maximum number of
iterations we allow the network to be disconnected. That is,
we aim to find the combination of robots’ paths X7, ..., X'n
that maximize a global information-theoretic utility function
U(Xy,...,XN). Then robots will follow the calculated paths
and repeat the procedure again. More formally, we aim to
solve the following problem:

maximize U(X),Xo, ..., X, ..., XN)
Loeor XN
subject to  X; = {x;(t),x;(t + dt), ..., x;(t + kdt)},
Xi(t 4+ (ke 4+ 1)dt) = £(x;(t + kedt), (M
u; (t + kidt)),

Ge(Vk, &) is connected,

where Vi, = {x1(t+kdt),..,xn(t+kdt)}, and & =
{(x;(t + kdt),x;(t + kdt))} for all 4,j € [1 : NJ],i # j,
and ||x;(t + kdt) — x;(t + kdt)||2 < 7.

III. DISTRIBUTED MULTI-ROBOT EXPLORATION

We describe in this section the algorithm proposed to
solve the problem described in Section II. In Section III-
A we present an overview of the algorithm. This is followed
in Section III-B by a detailed description of each of the
subsystems that compose our algorithm.

A. Algorithm Overview

We present a block diagram that describes the algorithm’s
execution in Figure 2. This algorithm is executed locally by
each robot, and works sequentially, where each full iteration
corresponds to solving problem (1). The algorithm works
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Fig. 2: Algorithm block diagram.

as follows: first, each of the robots individually grows an
RRT [6] with its current position as root. Then robots send
the set of paths contained in the tree to their neighbors in or-
der to cooperate about the optimal assignment of paths. Since
the number of paths in the tree could grow indefinitely, we
propose a clustering method that reduces the computational
complexity of the cooperation procedure by clustering the set
of paths of each of the robots (Section III-B.1). Next robots
send these clusters to their neighbors (Section III-B.2).

Once a robot receives the clusters, it starts executing a
decentralized combinatorial optimization algorithm (Max-
sum [10]) to select the cluster that maximizes a user-defined
global utility function that is subject to constraints stated in
problem (1). Here we define this function as an information-
theoretic function — MI — calculated from the underlying GPs
model [5].

Once robots find their own cluster that optimizes (1), they
communicate the selected cluster to their neighbors. Then,
each robot selects a path within its cluster by evaluating a
MI (Section III-B.4).

Next robots exchange the gathered measurements through
the network; i.e. they perform data fusion (Section III-B.5).
These measurements are then employed by the robots to
update its GPs model (Section III-B.6). Next we describe
each of the aforementioned subsystems in detail.

B. Algorithm Subsystems

1) Calculate Candidate Paths and Generate Clusters:
The first step of the algorithm is calculating a set of paths
that meet the constraints from (1). This is realized with an
RRT algorithm, which allows us to incorporate robots with
differential constraints.

Ideally, we would like robots to exchange their paths and
calculate the combination of paths that yields the highest
U(-). However this is computationally intractable, as we
pointed out in Section III-A. Therefore we introduce the
concept of spatial-temporal clusters.

First, robot 7 defines c¢; temporal horizons. For example, a
path that needs 5s to be traversed by a robot has a temporal
horizon of 5s. Then, for each ¢, € [1,2,...,¢], robot @
extract the RRT paths that have a temporal horizon c;,. Next
it groups paths of equal ¢;, into ¢, spatial clusters. This last
step is realized with the k-means technique, with a k-means
state defined as a complete path. The clustering procedure is
depicted in Figure 3.

Each robot ¢ runs the proposed clustering algorithm, which
returns k¢ x ks clusters. C; C,i[l], C,L[Q], - Clkeks]

K3
denotes the set of clusters of robot ¢. Specifically, each cluster

Ci[j ] corresponds to a random variable that represents the

(a) Tree. (b) Clusters.

Fig. 3: Example illustrating the clustering process. Fig. 3a
depicts an RRT, and Fig. 3b shows the clusters (differentiated
by color) calculated with our proposed clustering procedure.

physical process we aim to explore at positions contained in
chl.

2) Search Neighbors and Exchange Domains: Next,
robots search for neighbors since in “Calculate Candidate
Paths and Generate Clusters” each robot acts independently.
The neighbors search is done by sending an identification
message with the robot’s ID. Then each robot i sends to
neighbors its set of clusters C; that will be exploited by
robots for the cooperation step, which we explain next.

3) Calculate Robot Utilities and Execute Max-Sum: Once
robots receive clusters from their neighbors they cooperate
with Max-sum to perform an optimal assignment of clusters
to robots. We realize it with the following utility function:

U(Ch,....,CNn) = f1(Ch,....,Cn) — fP(C1,...,CN), (2

where f;(-) quantifies the informativeness of a particular
assignment of clusters, and fp(-) is a penalization factor
that takes a positive high value if constraints from (1) are
not met.

We define f(-) as the MI between (i) a random variable
Y~ that represents the physical process at a set of positions
uniformly sampled from &, and (ii) the joint assignation
of clusters C'y, Cs, ..., Cy; conditioned on the measurements
positions M gathered up to now. That is, f;(Cy,...,Cn) =
I(Yx; Cl, CQ, cery CN‘M)

Our goal is to solve (2) in a decentralized fashion with the
Max-sum algorithm. To this end, we must first express f7()
as a sum over the number of robots [10]. We realize it with
the chain rule for the MI, and subsequent decomposition of
MI as a difference of conditional entropies:

f](cl, CQ, ...7CN) = I(Y/‘y; Cl, 027 ceey CN|M) =

N
= ZI(Yx; Ci|Cit1,....,Cn, M) =

i1
N

= ZH(Ci|Ci+17 ey Ony M)~
i=1

— H(CZ|CL+1, veey CN,M,Y)(). (3)

We have decomposed in (3) a global MI as a sum of MI of
individual robots. However, this formulation, as robots only
have information about their neighbors, cannot be directly
applied for a system that relies on local communication



between robots. We solve this issue by applying the principle
of locality [9], [1], which allows us to assume that two
random variables C;, C; are uncorrelated if they correspond
to two robots that are not in direct communication. Let us
clarify that the locality assumption holds for a large class
of applications; e.g. in the motivating problem of mapping
a wind field. In this case, the structures (thermals) are only
a few hundred meters in size, and the characteristic length-
scales tend to be shorter. In contrast, the UAV communica-
tions distances tend to be in the order of kilometers due to
practical considerations.

By considering the locality assumption we can now ex-
press (2) as:

N
U(Cy,Cay ey Cn) = Y H(Ci|N(Cirisrin), M) —
=1

—H(Ci|N(Cijiy1:n), M, Yx) — fp(Ci, N(Cy)), 4)

where N (Cj;i+1.n) denotes the cluster assignment of the
neighbors of robot i with a higher ID, and A (C;) are the
clusters of the neighbors of the i-th robot.

The penalty function fp(C;, N (C;)) is also only evaluated
between robots that are neighbors. In particular, fp(-) is
defined as zero if robots are in a configuration that is far
from violating the constraints, and as a very high positive
value that increases as the robots get closer to a configuration
where constraints could be violated.

fp(-) is composed by two terms related to constraint 3
from Section II. First, we add a network connectivity term,
which takes a high value if the resulting network at the
end of the robots trajectories gets disconnected. As in [14],
we enforce connectivity by guaranteeing that robots form a
minimal topology — chain topology; i.e. each robot must be
at least connected to the robots with the immediate lower and
higher IDs. This way, we meet the communication constraint
only with local communications. Second, we add a second
term that guarantees a periodic connectivity of the network
by letting robots agree about a common temporal horizon.

The formulation of (4) allows robots to solve (1) in a
decentralized fashion with the max-sum algorithm, where
max-sum utilities correspond to each of the individual terms
of the sum in (4). The output of the algorithm is a selection of
clusters for all robots. Then, each robot must calculate a path
‘P; within the selected cluster. This is done by calculating
the mutual information between Yy, and all possible path
assignations within the selected cluster. We condition the
mutual information on the knowledge about the selection of
the clusters of neighboring robots, and M.

4) Follow Path and Collect Measurements: Next, robot ¢
will follow P;, and will collect measurements z(x;), with
x; € P;, at positions M.

5) Exchange Measurements (Data Fusion): Data fusion
allows robots to have a common understanding about the
process of interest. In this paper we focus on multi-robot
cooperation, and consider decentralized data fusion out of
the scope of this work. Therefore, we implement a simple
flooding algorithm to carry out the data fusion. Nevertheless,

wind speed [m/s]

(a) Thermal

(b) Wind field.

Fig. 4: Illustration of a thermal (4a), and a two dimensional
wind field to be explored (4b).

decentralized data fusion approaches like e.g. [3] could be
considered.

6) Update GPs Model: The last step of the algorithm is
updating the GPs model with the newly acquired measure-
ments. Specifically, each of the robots individually perform
the update by optimizing the so-called GPs log-marginal
likelihood [5].

IV. SIMULATIONS AND DISCUSSION OF RESULTS

A. Simulations Setup

1) Process to Explore: Two-Dimensional Wind Field: We
first validate our algorithm in simulation for the exploration
of the vertical component of a wind field (see Figure 4a')
with multiple robots. The wind field, depicted in Fig. 4b,
corresponds to the model proposed by [16] plus a sinusoidal
component in both x and y directions. This corresponds to
a 500 x 500 m? two dimensional slice at 300 m of a three
dimensional wind field.

2) Robot Model: Simplified Aircraft: We base our aircraft
model on [17]. In contrast to [17] we restrict the aircraft to
a constant height, and do not consider the influence of the
wind in the aircraft’s motion. Although these simplifications
are still far from a realistic model, our model allows us to
demonstrate the effectiveness of the proposed exploration

approach.
Given these assumptions, our aircraft model is defined by:
x(t +dt) = x(t) + Vip(t) dt Q)
Y(t+ dt) = P(t) + P(t)dt, ©6)

with x(t) the aircraft’s position, Vj,,(¢) the aircraft’s inertial
velocity, and v the heading angle. For airspeed V, com-
manded flight path angle 6, and commanded bank angle ¢
the components of the velocity V;,(t) and v (t) are given by:

vy = V cosf costp @)
vy = V cosfOsiny ®)
= 7 tan(9). ©)

Here we have considered an aircraft defined by the following
parameters: dt = 0.5s, V =15 ms™!, g=9.8ms2, 0 =
0 (constant height), ¢ € [—7/5,7/5] rad.

1 By Dake (Self-made illustration) [CcC BY 2.5
(http://creativecommons.org/licenses/by/2.5)], via Wikimedia Commons.



3) Algorithm Parameters: We consider four aircrafts to
explore the wind field. The aircrafts motion can be approxi-
mated by the model described in Section IV-A.2. We define
a communication range of r. = 200 m. For the simulations
we run RRT for 1000 iterations, and Max-sum for 5 seconds.
We consider four temporal horizons at 2, 5,7, 10 s, and three
spatial divisions.

To the best of our knowledge there are no algorithms in the
literature that solve problem (1). Therefore we select three
strategies that allow us to benchmark our proposed approach
both in terms of the cooperation capabilities to perform the
exploration task, and the ability to meet the problem specific
constraints, namely network connectivity constraints. These
are the following:

« RandomWalk: robots move independently following a
random path, constrained by the robot motion, generated
with RRT. This approach neither aims to meet the
constraints nor exchange measurements with the rest
of the team.

e Algorithm: robots execute the algorithm described in
Section III that solves problem (1).

e AlgorithmNoConstraints: robots run the algorithm
described in Section IIT with fp(-) = 0; i.e. they do not
aim to meet constraints from (1).

We have run Montecarlo simulations to test our approach
for systems of one, two, three and four robots. The initial
position of the robots is fixed and it is 250 m at the
y direction, and 100,200, 300,400 m for the x direction
for robot 1,2, 3,4, respectively. For each of the algorithms
we average over 100 simulation runs. The algorithm is
implemented in Python. We use the robot operating system
(ROS) to simulate the algorithm in a distributed fashion.

B. Simulations Results

1) Performance of the Exploration Task: First we evaluate
the performance of our proposed algorithm for informa-
tion gathering, without taking into account any constraints.
Therefore we compare in this section RandomWalk and
AlgorithmNoConstraints strategies. Specifically, we
evaluate the reduction of the root mean squared error
(RMSE), calculated between our estimate and ground truth,
after a 300s exploration run.

We compute the RMSE with respect to a set of uniformly
distributed points defined over X with a spatial resolution of
10 m. We use these points to compare the difference between
our estimate, which is the result of GPs regression given
the measurements gathered by the robots, and the ground
truth. Let us remark that RandomWalk does not perform any
data fusion, which implies that each of the robots only has
the measurements taken by themselves. So, in order to ob-
tain a fair comparison with AlgorithmNoConstraints,
which fuses data online, we perform a data fusion during post
processing for RandomWalk.

We depict in Figure 5a the RMSE reduction for one, two,
three and four robots. First fact that we observe is that the
performance of AlgorithmNoConstraints increases as
we add more robots to the team, which demonstrates the
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Fig. 5: Algorithm performance in simulations.
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Fig. 6: Results of a field experiment.

cooperation capabilities of our proposed algorithm. Also
AlgorithmNoConstraints offers an increase of per-
formance with respect to RandomWalk of a 7% with one
robot, and increases up to a 14% with four robots.

2) Network Connectivity: To finalize, we evaluate the
ability of the algorithm to meet constraints from (1). We
measure the network connectivity as the percentage of the
total number of iterations in which the team of robots meet
the periodic connectivity constraint. Results are depicted in
Fig. 5b. We observe that our proposed algorithm achieves a
network connectivity that ranges between 91% and 98%. In
contrast, the connectivity resulting from RandomWalk ranges
between 40% and 60%.

V. EXPERIMENTS AND DISCUSSION OF RESULTS

We carried out a field experiment with three quadcopters,
which emulate a fixed-wing aircraft dynamics, with the goal
of mapping a simulated wind field (Fig. 4b). In Fig. 6 we
depict the resulting quadcopters’ trajectories, and the wind
field estimated at the end of the information gathering task.
Experimental results demonstrate that the algorithm proposed
in this paper is robust against inaccuracies in positioning
solutions, and is able to estimate the wind field with a high
accuracy. Specifically, we achieve a 300% RMSE improve-
ment with three robots respect to one, which indicates an
efficient multi-robot cooperation. In Figure 1 we show a
picture of three quadcopters flying during the experiment’s
exploration run.



VI. CONCLUSIONS AND FUTURE WORK

The paper presents an approach for multi-robot explo-
ration. The approach extends the state of the art by being able
to take into account the motion constraints of the robots, as
well as team constraints like e.g. communication restrictions.

The approach has been tested in simulation in the explo-
ration of a wind field. In addition, we have carried out a
field experiment with three quadcopters. Results show how
the cooperation allows for a more efficient exploration, more
evident when the number of robots grow. Furthermore, we
have demonstrated how the proposed approach can handle
constraints that are relevant for real multi-robot scenarios.

As future work, we plan to apply the approach for the
autonomous soaring of gliders, extending the models to a full
3D exploration, and combining the exploration techniques
presented with the exploitation of the wind information for
longer endurance of the flight.
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